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Abstract

In this paper, we present a time and space rescaling scheme for the computation of moving interface problems. The idea
is to map time–space such that the interfaces can evolve exponentially fast in the new time scale while the area/volume
enclosed by the interface remains unchanged. The rescaling scheme significantly reduces the computation time (especially
for slow growth), and enables one to accurately simulate the very long-time dynamics of moving interfaces. We then imple-
ment this scheme in a Hele–Shaw problem, examine the dynamics for a number of different injection fluxes, and present the
largest and most pronounced viscous fingering simulations to date.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Many physical problems involve moving interfaces, such as the growth of crystals, the dynamics of Hele–
Shaw flows, etc. Characterizing the formation and dynamics of complex interface morphologies due to insta-
bility has long been a challenging research topic (e.g. [1–6]). While numerical simulation has become one of the
most important tools for investigating the motion of interfaces, it is still difficult to obtain accurate approx-
imations, especially for the long-time evolution of interfaces. Specifically, difficulties arise because one must
efficiently and accurately resolve the multiple time and space scales involved in the physics that lead to the
development of complex morphologies.

There are many computational methods that have been developed for simulating interfacial instabilities,
such as boundary integral methods (e.g. see [7,8,33]), the level set methods (e.g. see [10–13]), volume of fluid
methods (e.g. see [14,15]), front-tracking methods (e.g. see [16,17]), immersed interface methods (e.g. see
[18,19]), phase field methods (e.g. see [20–23]) as well as hybrid methods (e.g. see [24–27]). These methods
are usually coupled with adaptive mesh algorithms to gain more efficiency. When applicable (e.g. for piecewise
0021-9991/$ - see front matter � 2007 Elsevier Inc. All rights reserved.
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homogeneous problems) boundary integral methods are typically the most accurate methods for simulating
interface motion because the dimensionality of the problem is reduced by one and there are well-developed
accurate and stable discretizations of boundary integral equations. Further, while boundary integral methods
are important in their own right, they can also serve as benchmarks for other more general methods.

A decade ago, Hou, Lowengrub and Shelley (HLS94) significantly advanced the state-of-the-art of bound-
ary integral methods in a study of viscous fingering (the Saffman–Taylor instability) in a Hele–Shaw cell [9], as
well as studies of the motion of vortex sheets with surface tension [28]. The algorithm relied on an analysis of
the equations at small spatial scales (SSD [9]) that identified and removed the source of stiffness introduced by
surface tension. This enabled the use of large time steps and made long-time simulations possible. To further
enhance the efficiency of the algorithm, the fast multipole method [41] was used to evaluate the boundary inte-
grals. Later on, this method was successfully adapted to other physical problems such as microstructural evo-
lution in inhomogeneous elastic domains [34], solid tumor growth [35], crystal growth [36–38], etc. The
resulting body of research has led to many interesting discoveries (e.g. see [29–32] and the review article [33]).

Very recently, Fast and Shelley [39] re-ran the long-time simulation of a Hele–Shaw bubble originally pre-
sented in [9]. By comparing the CPU time with that used in [9], Moore’s law was verified: the computation
power has increased a hundredfold since 1994. For example, it took only 14 h to reproduce the bubble sim-
ulation in [9], roughly 1% of the 50 days required in 1994. Using the same wall time (50 days), Fast and Shelley
ran the simulation 10 times longer and computed an interface using up to N = 32,768 mesh points. The bubble
assumes a complex fingering pattern and is about 4 times larger (in radius) than the one presented in [9]. By
computing farther in time, Fast and Shelley identified the emergence of a new scaling regime in the relation-
ship between the area A(t) and the arclength L(t), which reflects the highly ramified bubble structure.

Complex viscous fingering patterns reflect the Saffman–Taylor instability [5], which occurs when the stabi-
lizing forces (e.g. surface tension) and the destabilizing driving force (e.g. flux or flow injection rate) are not
balanced. For example, in [9,39], a constant flux (constant air injection rate) was used. As suggested by the
linear stability analysis, as the bubble grows, larger and larger wavenumbers become unstable, which leads
to the nonlinear development of a ramified pattern by repeated tip-splitting. Moreover, for a constant flux,
the equivalent bubble radius evolves as dR=dt � R�1, where R is the radius of a circle with the same area
as the bubble. Consequently the velocity of the bubble, dR/dt, decreases as R increases (the bubble grows).
From the perspective of numerical computation, this makes the problem highly challenging. Not only does
the complex fingering pattern require many mesh points to resolve the interface, but also the intrinsic slow
growth (e.g. due to an applied constant injection flux) makes simulations of the evolution to large sized bub-
bles very expensive.

In this paper, we develop a rescaling scheme which enables one to accurately simulate the long-time dynam-
ics of moving interfaces. In this approach, time is scaled such that the bubble size grows exponentially fast in
new time scale, and space is scaled such that the area is constant in the new frame. In the numerical scheme, an
analytical formula is used to determine the overall growth due to flux and is therefore free of discretization
error. The scheme overcomes the intrinsic slow growth mechanism while maintaining the original physics.
Note that very recently we used a specific form of the rescaling scheme to simulate the very long-time dynamics
of compact crystals under specialized growth conditions [37,38]. Here, we present a more general version of
the scaling scheme, and demonstrate the utility of the scheme in accurately simulating highly ramified
Hele–Shaw bubbles over a range of injection fluxes.

By reducing the computation time, this rescaling scheme significantly improves the performance of the
boundary integral method originally developed by Hou et al. [9]. In fact, only minor changes to the original
algorithm are needed. Using a computer with CPU 2.2 GHz Pentium 4 running Linux (similar to the one used
by Fast and Shelley in [39]), we can simulate a high resolution bubble in 6 days that took 50 days for Fast and
Shelley [39] to compute. We then continue the simulation significantly longer in time and identify another
transition in scaling.

We also investigate the long-time interface morphologies under several injection fluxes J / RðtÞp with p = 1,
0 and �1, examine the morphologies and measure the bubble complexity in terms of a relation between area
A(t) and arclength L(t), i.e. AðtÞ � LðtÞc. The relation reflects the underlying physics: when c < 2, the destabi-
lizing driving force (flux) dominates the evolution and leads to ramified (e.g. fractal-like) shapes, the smaller
the power, the more complex the shape; when c = 2, the stabilizing force (surface tension) and destabilizing



556 S. Li et al. / Journal of Computational Physics 225 (2007) 554–567
factor balance, and leads to the development of compact morphologies. For example, when J / R, the inter-
face rapidly evolves into a highly ramified fingering pattern and c � 1 at long times; when J / 1, the interface
also develops a ramified fingering pattern and c � 1:5 at long times. When J / 1=R, shape perturbations grows
rapidly at early times, however, at long times nonlinear stabilization occurs and leads to the existence of non-
circular limiting shapes, i.e. the morphologies of a growing bubble tend to noncircular limiting shapes that
evolve self-similarly and c � 2. In this regime, the time scales for growth and surface tension stabilization bal-
ance. A similar phenomenon is observed in crystal growth [37,38].

This paper is organized as follows: in Section 2, we review the governing equations for an exterior moving
interface problem (e.g. Hele–Shaw flow); in Section 3, we present the rescaling scheme; in Section 4, we discuss
numerical results; and in Section 5, we give conclusions.

2. Governing equations

2.1. Boundary integral formulation

Many important problems are governed by Laplace’s equation in a moving domain (e.g. quasi-steady crys-
tal growth, Hele–Shaw bubbles, etc.). Using potential theory, the solutions can be written in terms of bound-
ary integrals thereby reducing dimensionality by 1. For the sake of brevity, we focus our study on the
following exterior moving interface problem and its application to Hele–Shaw bubbles. Let E be an open
region in the plane exterior to a closed interface RðtÞ, which we assume to be smooth. The exterior Dirichlet
problem is
DuðxÞ ¼ 0 for x 2 E; ð1Þ

where the harmonic function u(x) represents the pressure in the Hele–Shaw problem (or temperature in quasi-
steady crystal growth). The boundary condition is
uðxÞ ¼ f ðxÞ for x 2 RðtÞ; ð2Þ

where f(x) is proportional to the curvature of the interface in the problems listed above. For simplicity, we
consider an injection flux J(t) supplied at the origin
Z

R0

ou
on

ds ¼ JðtÞ; ð3Þ
where R0 is a small circle centered at origin. The interface evolves as
V ðxÞ ¼ n � dx

dt
for x 2 R; ð4Þ
where V is the normal velocity of the interface (e.g. V ¼ �rujR � n for the Hele–Shaw problem), and n is the
normal at point x 2 RðtÞ pointing into E. Note that flux J is the integral flux and specifies the time derivative of
the area that the interface R(t) encloses.

We reformulate Eqs. (1), and (3) as a boundary integral equation where we represent the field u(x) through
a double-layer potential. As suggested by Mikhlin [40], in two dimensions, we seek a solution in the form,
uðxÞ ¼ 1

2p

Z
RðtÞ

lðx0Þ o ln jx� x0j
onðx0Þ þ 1

� �
dsðx0Þ þ J ln jxj; ð5Þ
where l(x) is the dipole density on R(t). Using the boundary condition given by Eq. (2), l can be calculated by
solving a 2nd kind Fredholm integral equation,
lðxÞ � 1

p

Z
RðtÞ

lðx0Þ o ln jx� x0j
onðx0Þ þ 1

� �
dsðx0Þ � 2J ln jxj ¼ 2f ðxÞ for x 2 R; ð6Þ
with
 Z
RðtÞ

lðx0Þ dsðx0Þ ¼ 0: ð7Þ
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2.2. Behavior of the solution: linear analysis

We consider the nondimensionalized Hele–Shaw problem, in which the length scale is taken to be the equiv-
alent initial radius of the bubble and the time scale is the characteristic surface tension relaxation time (i.e.
s ¼ 12lR3

0=ðb2bÞ, where l is the fluid viscosity, R0 is the initial radius of the bubble, b is the gap between
two plates, and b is the surface tension). The function uðxÞ represents the nondimensional pressure field,
and f ðxÞ ¼ �j describes the nondimensional pressure jump across the interface RðtÞ via the Laplace–Young
condition. The normal velocity V at the interface is given by the pressure gradient
V ðxÞ ¼ �rujR � n for x 2 R: ð8Þ

For a perturbed circular air bubble where the radius is perturbed by a Fourier mode k with amplitude dkð0Þ at
t = 0, the linear evolution follows
rða; tÞ ¼ RðtÞ þ dkðtÞ cos ka; ð9Þ

where R(t) is the radius of the unperturbed circular bubble and r(t) is the radius of the perturbed bubble. A
classical linear stability analysis [6] gives the growth rate of underlying circle R(t) as
RðtÞ dR
dt
¼ JðtÞ; ð10Þ
and the perturbation evolves as,
dk

R

� ��1
d

dt
dk

R

� �
¼ 1

R2
ðk � 2Þ J � Ck

R

� �
; ð11Þ
where the constant Ck ¼ kðk2 � 1Þ=ðk � 2Þ arises due to the stabilizing effects of surface tension. Eq. (11)
shows the perturbation grows (decays) for J > Ck=R (J < Ck=R). In particular, when J ¼ Ck=R, the perturba-
tion is time independent the bubble evolves self-similarly (at the level of linear theory with a single mode per-
turbation). Hence, taking a constant flux or a flux that increases in time results in the growth of perturbations
with larger and larger wavenumbers as R increases. This leads to the development of complex viscous fingering
pattern, e.g. the Saffman–Taylor instability [5].

In this paper, J(t) can be a general function of time, however, we focus on the following three types of fluxes
J ¼ CRp, with C a nonzero constant and p = 1, 0 and �1:

� Linear flux with p = 1 (i.e. J ¼ CRðtÞ). For a circular interface, it follows that dR/dt = C and RðtÞ � t.
� Constant flux with p = 0 (i.e. J = C). This flux gives the circular growth rate dR/dt = C/R as RðtÞ � t

1
2.

When R becomes large, the evolution slows down. Therefore, it is problematic to perform long-time sim-
ulations using this flux.
� Decreasing flux with p ¼ �1 (i.e. J ¼ C=RðtÞ). This flux gives a very slow growth rate dR=dt ¼ C=R2 and so

RðtÞ � t
1
3. As suggested by the linear analysis, this flux may yield a nonlinear self-similar growth if C � Ck.

In fact, as we show later, the very long-time evolution of bubbles under this injection flux yields compact,
self-similarly growing shapes (for any choice of C > 0). Due to computational expense, it would be imprac-
tical to capture this very long-time behavior using simulation using the formulation in [9,39].

In the next section, we present the time and space rescaling scheme that allows us to overcome these prac-
tical limitations of computing large-size bubbles.

3. Time and space rescaling

We introduce the following spatial and temporal scaling
x ¼ �Rð�tÞ�xð�t; aÞ; ð12Þ

�t ¼
Z t

0

1

qðt0Þ dt0; ð13Þ
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where the scaling factor �Rð�tÞ ¼ Rðtð�tÞÞ, �t is the new time variable, and �xð�t; aÞ is the position vector of the scaled
interface with a parameterizing the interface. The scaling function q is a function of t. Equivalently we may
also define �qð�tÞ ¼ qðtð�tÞÞ. Note that we can also write �Jð�tÞ ¼ Jðtð�tÞÞ in the scaled frame. The normal velocity
in the scaled frame and the nonscaled (original) frame are related by
�V ð�tÞ ¼ �q
�R

V ðtð�tÞÞ � �x � n
�R

d�R
d�t
: ð14Þ
The scaling �R is chosen such that the area �A enclosed by the scaled interface is constant in time, i.e. d�A
d�t ¼ 0 andR

�R
�V d�s ¼ 0. Therefore, �R can be found by integrating the normal velocity over the interface and dividing by 2p

to get
d�Rð�tÞ
d�t
¼ p�J �q

�A�R
: ð15Þ
To achieve exponential growth of �R in the scaled frame, we choose �q ¼
�R2�A
�Jp

following Eq. (15). Solving Eq.
(15) yields the exponential growth of scaling factor �R,
RðtÞ ¼ �Rð�tÞ ¼ expð�tÞ: ð16Þ

In particular, taking the flux �J ¼ C�Rp with p < 2, Eq. (13) gives the relation
t ¼
�A

Cpð2� pÞ ½expðð2� pÞ�tÞ � 1�: ð17Þ
To evolve the interface in the scaled frame, we need to compute the normal velocity of the interface �R. To
start, we first use Eqs. (12) and (13) to scale the integral equation (Eq. (6)) as
�lð�xÞ � 1

p

Z
�RðtÞ

�lð�x0Þ o ln j�x� �x0j
onð�x0Þ þ �Rð�tÞ

� �
d�sð�x0Þ ¼ 2�jþ 2�R�Jðlnð�RÞ þ ln j�xjÞ; ð18Þ
where �l ¼ lRðtð�tÞÞ ¼ l�Rð�tÞ. Eq. (18) is a 2nd kind Fredholm integral equation, and has a unique solution [40].
Once we solve the dipole density �l in the scaled frame, the nondimensional normal velocity �V ð�xÞ in the scaled
frame can be calculated by the Dirichlet–Neumann map [43],
�V ð�xÞ ¼ �
�A

2p2�R�J

Z
�R

o�l
o�s0

xð�sÞ � xð�s0Þð Þ? � nð�sÞ
j�xð�sÞ � �xð�s0Þj2

d�s0 þ 2p�R�J
�x � n
j�xj2

" #
� �x � n; ð19Þ
where �x? ¼ ð�y;��xÞ. Then we can evolve the interface in the scaled frame through
d�xð�t; aÞ
d�t

� n ¼ �V ð�t; aÞ: ð20Þ
To evolve the interface numerically, Eqs. (18) and (19) are discretized in space using spectrally accurate dis-
cretizations [9,33]. The integrals in Eq. (18) and (19) are evaluated using the fast multipole method [41]. The
discrete system of Eq. (18) is solved efficiently using GMRES [42]. Because Eq. (18) is well-conditioned, no
preconditioner is needed. Once the solution to the integral equation is obtained, the Dirichlet–Neumann
map [43] is used to determine the normal velocity of the interface via Eq. (19) in the scaled frame. We then
evolve the interface in the scaled frame using a second order accurate nonstiff updating scheme in time and
the equal arclength parameterization [9,33].

4. Results and discussions

4.1. Convergence test

In this section, we test the convergence of the rescaling scheme. We confirm the numerical accuracy by con-
sidering an air bubble expanding into Hele–Shaw cell over very long times so that �Rð�tÞ=�Rð0Þ is large. We take
an interface with initial shape, ð�xða; 0Þ; �yða; 0ÞÞ ¼ �rða; 0Þðcos a; sin aÞ where �rða; 0Þ ¼ 1:0þ 0:1ðsin 2aþ cos 3aÞ.
This is the same initial data as used in [9,39]. In this calculation, we set the number of mesh points to be
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N = 32,768 along the interface for the temporal resolution study. We also set the injection flux to be a constant
in time �Jð�tÞ ¼ Jðtð�tÞÞ ¼ 1:0. We choose the initial area �Að�t ¼ 0Þ to be exact, and we compare the resulting area
�Að�tÞ up to �t ¼ �T ¼ 3:32 (nonscaled time T = 350 which is the same scale used in [9,39]). We use time-steps
D�t ¼ 2:0E� 4, D�t ¼ 1:0E� 4, and D�t ¼ 0:5E� 4. The error is measured in terms of the area difference, i.e.
j �Að0Þ � �Að�t ¼ 3:32Þj. Fig. 1a shows the base 10 logarithm of the temporal error plotted versus scaling factor
RðtÞ ¼ �Rð�tðtÞÞ. The distance between the curves uniformly decreases by a factor of 0.6, and this confirms the
second order accuracy. The morphologies of the interfaces corresponding to different temporal resolutions at
�T ¼ 3:32 are shown as an inset. The resulting morphologies look almost identical, though the overall morphol-
ogy takes a quite complex pattern. For D�t ¼ 0:5E� 4, the computation takes about 7 days on a computer with
CPU 2.2 GHz Pentium 4 running Linux; for D�t ¼ 1:0E� 4, the simulation takes about 5 days; and for
D�t ¼ 2:0E� 4, the simulation only takes about 3 days. Note that this computation goes far beyond the sim-
ulation originally shown in [9] where 50 days were required to perform a simulation with T = 50, and is close
to the simulation by Fast and Shelley [39] where 50 days were required to reach T = 500.

We next test the resolution in space. We compare the shapes for N = 8192, 16,384, 32,768 and 65,536 mesh
points along the interface. We set the injection flux �J ¼ 1:0. For all computations, we choose D�t ¼ 1:0E� 4.
The error is again measured as j�Að0Þ � �Að�tÞj. Fig. 1b shows the base 10 logarithm of the space error plotted
versus scaling factor R(t). At point A identified by a small circle at RðtÞ � 10 with �T ¼ 2:4 in the scaled frame
and T = 55 in the original frame. Note also the run with N = 8192 fails just after point A because more points
are needed to resolve the interface. The computed area �A for N = 8192 has 10 digits of accuracy when com-
pared with the other runs using higher resolution. This is close to the GMRES tolerance 10�12. Analogous
results are obtained at point B with RðtÞ ¼ �Rð�tÞ � 19 (�T ¼ 2:96 and T = 170) for N = 16,384, and at point C

with RðtÞ ¼ �Rð�tÞ � 42 (�T ¼ 3:74 and T = 860) for N = 32,768. If the resolution is increased to N = 65,536, we
can run the simulation up to RðtÞ � 68 (�T ¼ 4:26 and T = 2300) which will be analyzed further in the next
section. This bubble is approximately four times larger than the one presented in [39] by Fast and Shelley,
and takes less than half the computation time using a higher resolution. The corresponding morphologies
for these three simulations are shown in Fig. 1c–e, respectively. At points A, B and C, the morphologies com-
puted using different resolutions nearly overlap and the differences are indistinguishable to graphical
resolution.

4.2. Very long-time simulations

As we demonstrated in the previous section, the rescaling scheme significantly reduces the computation
time, and enables one to accurately simulate the long-time dynamics of moving interfaces. In this section,
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Fig. 1a and b. The convergence study of the rescaling scheme. The initial shape is chosen to be ð�xða; 0Þ;�yða; 0ÞÞ ¼ �rða; 0Þðcos a; sin aÞ where
�rða; 0Þ ¼ 1:0þ 0:1ðsin 2aþ cos 3aÞ. (a) Shows the second order convergence in time. Associated morphologies at scaled time �T ¼ 3:32
(nonscaled time T = 350) are shown in the inset. (b) Shows the spatial resolution study. The time-step is set to be Dt ¼ 1E� 4.



Fig. 1c, d and e. Show the detailed morphologies at points A, B and C (marked in Fig. 1b) for different spatial resolutions.
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we perform very long-time simulations for the following three fluxes: �J 1ð�tÞ ¼ �Rð�tÞ (i.e. J 1ðtÞ ¼ RðtÞ), �J 2ð�tÞ ¼ 1:0
(i.e. J 2ðtÞ ¼ 1:0) and �J 3ð�tÞ ¼ 48=�Rð�tÞ (i.e. J 3ðtÞ ¼ 48=RðtÞ). The initial shape is chosen to be
ð�xða; 0Þ; �yða; 0ÞÞ ¼ �rða; 0Þðcos a; sin aÞ where �rða; 0Þ ¼ 1:0þ 0:1ðsin 2aþ cos 3aÞ. We then measure the complex-
ity of the interface by analyzing the relation between area A(t) and arclength L(t) in the nonscaled frame. For
example, for a compact interface, AðtÞ � LðtÞ2. However, when significant fingering is present, the overall mor-
phology is fractal-like [44], and the arclength L(t) grows much faster than A(t), i.e. AðtÞ � LðtÞc with c < 2. In
the following figures, both A(t) and L(t) are presented in the nonscaled frame with L(t) scaled by 2p, i.e.
AðtÞ ¼ �R2�A and LðtÞ ¼ �RL=2p.

4.2.1. Linear flux: �J 1ð�tÞ ¼ �Rð�tÞ
Fig. 2a shows a long-time simulation for applied flux �J 1ð�tÞ ¼ �Rð�tÞ, i.e. the flux increases linearly with the

bubble size. Using the same initial condition as in Fig. 1 (also given explicitly above), we start this computa-
tion using N ¼ 65;536 mesh points, and time-step is set to be D�t ¼ 1:0E� 4. The computation ended at
�T ¼ 2:2 (T = 8.2 in the nonscaled frame) with �R ¼ 9 because more points are needed to resolve the highly com-
plex interface beyond this point. For completeness, we have reproduced this simulation using the same algo-
rithm as in [39] and found the simulation also broke down at this point. At the very early growth stages, the
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shape is essentially compact, subsequently few viscous fingers develop on the three main branches. At later
times, the morphology experiences successive tip-splitting events and rapidly develops a highly ramified
pattern.

In Fig. 2b the area A(t) is shown versus arclength L(t) for simulations using three different initial data. For
the initial data considered in Fig. 2a (solid dotted curve labeled mode mixture 2,3), there are two transitions
connecting three roughly linear segments with different slopes marked along the A(t) versus L(t) curve, and
five typical morphologies are shown as insets to demonstrate the development of the bubble. When A(t) is
small (at the early stages of growth), the shape remains compact (as shown by the first two insets) and
A � L1:95. As the area increases, the first transition occurs at A = 15 and L = 2.7 ð�R ¼ 2:2Þ and A � L0:55. This
regime is characterized by numerous tip-splitting events that dramatically increase the number of fingers. As a
result, complex shapes develop as shown in Fig. 2a and in the insets. The second transition from A � L0:55 to
A � L1:05 occurs around A = 75 and L = 28 (�R ¼ 5). This scaling indicates that the growth rate of the arclength
decreases and suggests fewer tip-splitting events occur in this region. The values of the parameter c marked in
the graph correspond to the initial data considered in Fig. 2a.

Two similar tests were performed using different initial data. One initial data contains many modes (solid
curve labeled as mode mixture 2,3,4,5,7,8,11), and the other contains only a single mode 4 (dashed curve). At
early growth stages, the values of the parameter c depend sensitively on the initial data when the interface
remains compact; however, when the interfaces evolve into highly ramified fingering patterns, the scaling
property is independent of the initial data and c � 1:0.



10
0

10
1

10
2

10
3

10
0

10
1

10
2

10
3

10
4

10
5

10
6

 Arclength 

 A
re

a

γ =1.05

 =0.55

γ 

γ 

 =1.95

 A=3.173, L=1.032  A=23, L=4.8  A=62, L=23  A=166, L=65

 A=257, L=93

–1 0 1

–1

0

1

–1 0 1

–1

0

1

–1 0 1

–1

0

1

–1 0 1

–1

0

1

1

mode mixture: 2,3
mode mixture: 2,3,4,5,7,8,11
mode : 4

Fig. 2b. Shows the relation between A(t) and L(t) starting from three different mode mixtures. The flux is set to be JðtÞ ¼ RðtÞ. The insets
and the parameter c marked along the curve correspond to the initial shape with modes 2 and 3 as in Fig. 2a. The shape gives c where
AðtÞ � LðtÞc.
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4.2.2. Constant flux �J 2ð�tÞ ¼ 1:0
In Fig. 2c, we present a simulation of ramified viscous fingering patterning using �J 2ð�tÞ ¼ 1:0. The initial

condition and parameters used in the calculation are the same as in [9,39] and Fig. 1. This simulation ran
about 3 weeks and ended at �T ¼ 4:26 (T = 2300 in the nonscaled frame) with �Rð�tÞ ¼ 68. Higher spatial reso-
lution is needed to run the simulation beyond this point. Comparing the computation cost with [39] , our sim-
ulation ran 4 times longer and used less than half the computation time, though we used a higher resolution
(N = 65,536) throughout the entire simulation. In particular, using the rescaling scheme, it took 6 days to
reproduce the results that took 50 days to compute in [39]. Comparing the morphology with that presented
in [39], our simulation shows a much more pronounced viscous fingering pattern.

In Fig. 2d, the area A(t) is shown versus arclength L(t) for simulations using three different initial data.
For the initial data considered in Fig. 2c (solid dotted curve labeled mode mixture 2,3), there are three tran-
sitions in the A(t) versus L(t) curve (marked by the three short lines with different slopes,) are observed to
occur during the simulation. The first was observed by Hou et al. [9], and the second was captured by Fast
and Shelley [39]. We identify the third transition where tip-splitting events seemingly accelerate again. Six typ-
ical morphologies are shown as insets. Comparing Fig. 2d and 2b, the insets show that for a given bubble
area, the shape for �J ¼ �R is more complex. This is also confirmed by the smaller scaling parameter c for
�J ¼ �R.

Additional simulations were also performed using the same initial data as in Fig. 2b. As in the case
JðtÞ ¼ RðtÞ, the case with JðtÞ ¼ 1:0 reveals that at early growth stages, the scaling depends on the initial
shape. However, when the interfaces evolves into highly ramified fingering patterns, the scaling is initial data
independent and c � 1:5.

4.2.3. Time decreasing flux �J 3ð�tÞ ¼ 48=�R
Fig. 2e shows a simulation for a time decreasing flux �J 3ð�tÞ ¼ 48:0=�Rð�tÞ. We use N = 2048 mesh points in the

calculation. The calculation ran about three hours and ended at �T ¼ 0:5 (T = 6.4E28 in the nonscaled frame)
with �Rð�tÞ ¼ RðtÞ ¼ 2:1E10. The results of this simulation are dramatically different from the previous two
cases. During the evolution, the morphology of the bubble remains compact, and there is only one tip-splitting
–1 0 101
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Fig. 2c. Shows the detailed evolution sequences for flux �Jð�tÞ ¼ JðtÞ ¼ 1:0. Due to the dense evolution sequence, we show outputs from
�T ¼ 2:4 to �T ¼ 3:6 every 800 time-steps; from �T ¼ 3:6 to �T ¼ 4:26 every 400 time-steps. Note that �T ¼ 4:26 is equivalent to T = 2300 in the
nonscaled frame. It took about 3 weeks to compute the above bubble on a computer with CPU 2.2 GHz Pentium 4 running Linux.
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event. Consequently, the A(t) versus L(t) curve (shown in Fig. 2f) is almost a straight line with a slope slightly
less than 2 at the early growth stages, and tending to 2 when A(t) is large.

Fig. 2g shows the shape factor d=R versus the scaling factor �Rð�tÞ ¼ RðtÞ. The shape factor is defined as
d=R ¼ max jj�xj=�Reff � 1j; ð21Þffiffiffir

where �x is the position vector from the centroid of the shape to the interface and �Reff ¼

�A
p

is the effective

radius of the bubble in the scaled frame. As shown in Fig. 2g, shape perturbations grows rapidly at early

times. However, at long times nonlinear stabilization occurs and leads to the existence of noncircular lim-
iting shapes. That is, the morphology of the nonlinearly evolving bubble tend to the limiting shape that
evolves self-similarly. Moreover, the limiting shape is universal in the sense it is independent of the initial
shape and only depends on the applied flux. To see this, in Fig. 2g, we consider computations from three
different initial conditions and use the same flux. All the simulations are found to converge to the same
universal shape. The limiting universal shape has a 4-fold symmetry. This is because under the specific
injection flux �J 3, mode 4 is the fastest growing among all modes. Though in certain cases as shown in
Fig. 2g, mode 4 may not be present initially, nonlinear interactions among modes create mode 4, which
then grows the fastest and dominates the overall shape. A dimensional analysis shows that the time scales
for growth and stabilization balance at long times (e.g. see [46] in the context of crystal growth). Analo-
gous universal limiting shapes were previously observed in the context of crystal growth, see [37,38]. We
are currently investigating this phenomena in a joint theoretical/experimental study of bubble evolution
in a Hele–Shaw cell [45].
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5. Conclusions

In this paper, we develop a rescaling scheme and simulated the growth of very large bubbles in a Hele–Shaw
cell. Time is scaled such that the bubble size grows exponentially fast in the new time scale, and space is scaled
such that the area is constant in the new frame. The scheme overcomes slow growth mechanisms while main-
taining the original physics. By reducing the computation time, this rescaling scheme significantly improves the
performance of the boundary integral method originally developed by Hou, Lowengrub and Shelley [9], and
enables one to accurately simulate the very long-time dynamics of moving interfaces. We then present the larg-
est and most pronounced viscous fingering simulations to date.
�

g

and g. Shows the relation betweenA(t) andL(t) during the evolution for ”ux� ð �t Þ ¼ð �tÞ(i.e.J ðtÞ ¼ðt Þ). (g) shows that theevolutions starting from di�erent mode mixture converge to the same 4-fold limiting shape.S. Li et al. / Journal of Computational Physics 225 (2007) 554…567 565



566 S. Li et al. / Journal of Computational Physics 225 (2007) 554–567
We investigate the evolution of interface morphologies to very long times under several injection fluxes
J / RðtÞp with p = 1, 0 and �1, examine the morphologies and measure the bubble complexity in terms of
a relation between area A(t) and arclength L(t), i.e. AðtÞ � LðtÞc. The relation reflects the underlying physics:
when c < 2, the destabilizing driving force (flux) dominates the evolution and leads to complex fractal-like
shapes, the smaller the power, the more complex the shape; when c = 2, the stabilizing force (surface tension)
and destabilizing factor balance, and leads to the development of compact morphologies. When J / R, the
interface rapidly evolves into a highly ramified fingering pattern and c � 1 at long times; when J / 1, the inter-
face also develops ramified fingering pattern and c � 1:5 at long times; when J / 1=R, shape perturbations
grows rapidly at early times. However, at long times nonlinear stabilization occurs and leads to the existence
of noncircular limiting shapes, i.e. the morphologies of a growing bubble tend to noncircular limiting shapes
that evolve self-similarly and c � 2.

Though we focus our formulation and study on a two dimensional problem, the formulation can be
extended to three dimensions. For example, Cristini and Lowengrub developed a similar approach to study
a 3D crystal growth problem, in which a single layer potential theory was used [46].

Finally, the rescaling scheme can be applied more generally in interface problems containing additional
physical processes such as the effect of surface energy anisotropy (e.g. [47]).
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